Numerical solutions and animations of group selection dynamics

Burton Simon¹ and Aaron Nielsen²

¹Department of Mathematical and Statistical Sciences, University of Colorado at Denver, Denver, Colorado, USA and ²Statistics Department, Colorado State University, Fort Collins, Colorado, USA

ABSTRACT

Question: What is the best way to illustrate the dynamical process of group selection, and study its long-term characteristics?

Approach: Numerically solve the dynamical equations for general two-level population processes, and then animate the results.

Mathematical methods: Numerical PDE, numerical ODE, stochastic simulation.

Key assumptions: Group selection is properly characterized in terms of the long-term behaviour of two-level population processes.

Main results: The dynamical process of group selection can be seen clearly in three different kinds of animations of the dynamical equations. The three kinds of animations, corresponding to different scalings of the basic model, highlight different aspects of the phenomenon. Group selection appears to be a potent evolutionary force under a variety of conditions.
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1. INTRODUCTION

Researchers have been studying group selection with mathematical models since the 1960s. The models have shed considerable light on the concept of group selection, but on the whole they have not led to a consensus on the potential strength of the process, or even on how it actually works. From the beginning, there has always been a school of thought that dismisses group selection as a weak evolutionary force that is unnecessary to explain any kind of evolution (e.g. Dawkins, 1976; Queller, 1992; West et al., 2008; Pinker, 2012, and the volumes of work they refer to). There is also a school of thought that matured somewhat later, which sees group selection as crucial in human evolution, insect eusociality, and elsewhere in nature (e.g. Sober and Wilson, 1998; Haidt, 2012, Wilson, 2012, and the volumes of work they refer to). Readers of Evolutionary Ecology Research are especially familiar with this controversy (Avilés, 1999; Ingvarsson, 1999,
Unfortunately, there is little evidence that any of the current mathematical models or philosophical arguments coming from either of these schools has convinced many researchers to change their opinions on group selection. With this in mind, we now add a new kind of argument to the mix. Clearly, group selection, if it occurs at all, occurs within the context of a two-level population process. By solving the equations of two-level population dynamics and animating the solutions, the process of group selection (if and when it occurs in a model) can be observed and studied as it unfolds in time. We believe that the lack of solvable dynamical models of two-level population processes has made it difficult to settle basic disagreements on the nature and strength of group selection. We hope that these animations will shed new light on the process of group selection, and help lead to the resolution of some long-standing disagreements.

A two-level population process is one where groups of individuals compete in an environment containing other groups of individuals, and the individuals within each group compete against each other as well. Simon et al. (2012b) provide a simple mathematical definition of group selection in terms of the long-term behaviour of the solutions of the dynamical equations for two-level population processes. The definition states that group selection occurs when the group-level events (such as fission, fusion, and extinction) cause, or speed up, the eventual outcome of the process. The way the analyst knows whether or not the group-level events are important in a two-level model is to solve the dynamical equations with and without the group-level events, and compare the results. The dynamical equations, which are described in the next section, are derived from first principles in Simon (2010) – for example, from state-dependent birth and death rates of individuals and state-dependent fission and extinction rates for groups. The definition of group selection based on the dynamical equations applies generally to examples of two-level population processes, subject to a few basic structural conditions (e.g. non-overlapping groups and a discrete set of individual types).

The most basic model of two-level population processes considered here is purely stochastic; a continuous-time Markov chain to be precise. The state space for the continuous-time Markov chain is rather complicated, so the only practical way to analyse it exactly is by simulation. We therefore refer to the Markovian model as our simulation model. By taking a certain limit of simulation models (as the populations of individuals within the groups tend to infinity), a process emerges that is partly deterministic and partly stochastic (Puhalskii and Simon, 2012). We call this the hybrid model, because the solution involves both a numerical solution of a certain system of ordinary differential equations (ODEs) and a simulation. By taking an additional limit on the simulation model (this time as the number of groups tends to infinity), a process emerges that is completely deterministic. We call this the PDE model because the resulting dynamical equation is a first-order hyperbolic partial differential equation (Simon, 2010).

Solutions of the three models highlight different aspects of the evolutionary trajectories and equilibrium configurations of two-level population processes. The simulation and hybrid solutions highlight the life histories of individual groups from the moment they are ‘born’ (as a fissioned piece of a ‘parent’ group) to the moment they ‘die’ (by fissioning into pieces, or by extinction). In animations of the simulation solution, the irregular within-group population fluctuations sometimes make it hard to follow individual groups as they change in time. In the hybrid model, the within-group population dynamics are
deterministic (the solutions of certain ODEs), while the group-level events remain stochastic. By smoothing out the within-group population dynamics in the hybrid model, the animations are much easier to follow. The PDE model smooths out fluctuations at both levels, thereby highlighting the ‘average’ evolutionary path that leads from the initial condition to an equilibrium. The individual groups cannot be seen in the animations of the PDE solution, since the population of groups is represented by a smooth density function. In equilibrium, the PDE solution stops changing, so the interesting part of the animation is relatively short in duration. The simulation and hybrid solutions, by contrast, continue to ‘move’ indefinitely, although their basic configuration eventually stops changing (i.e. they reach a statistical equilibrium). Thus, the simulation and hybrid solutions are particularly useful for illustrating how equilibrium configurations remain stable, and the PDE solution is particularly useful for illustrating how the environment transforms from the initial configuration to the equilibrium. In many examples, all three models can be solved numerically, and much can be learned by studying them together, as we will show.

To keep things as simple as possible here, we will restrict the kinds of events in the models to individual-level births and deaths, and group-level fissioning and extinction; and consider only two individual-types, which we will call Cooperators and Defectors. These assumptions suffice for interesting and realistic two-level evolutionary processes. In Simon (2010) and Simon et al. (2012a, 2012b), other events like individual-level migration, and group-level fusion and dispersion are allowed in the models, and \( k \geq 2 \) individual types are allowed. In the next section, we describe the simulation, hybrid, and PDE models of two-level population dynamics in more detail, and explain how they are mathematically related, and how they are numerically solved. In Sections 3 and 4, we construct some representative examples of two-level population processes and present animations of their dynamical solutions using the three solution techniques. Finally, in Section 5, we summarize the results and place them in context with current thought on group selection.

2. THREE RELATED MODELS AND THEIR NUMERICAL SOLUTIONS

In this section, we describe three closely related models of two-level population dynamics, and explain how they can be solved numerically. The basic model is a continuous-time Markov chain, and the other two models are derived from it by taking certain limits.

The simulation model

Our continuous-time Markov chain model of two-level population dynamics is specified by the (stochastic) rates that the various individual-level and group-level events occur at, as functions of the state of the environment, and a rule that specifies how the state changes when an event occurs. Thus, the modeller chooses the form of:

1. \( B_c(x, y) \) and \( B_d(x, y) \), the birth rates of Cooperators and Defectors in an \((x, y)\)-group.
2. \( D_c(x, y) \) and \( D_d(x, y) \), the death rates of Cooperators and Defectors in an \((x, y)\)-group.
3. \( F_\theta(x, y) \), the rate that \((x, y)\)-groups fission when the state of the environment is \( \theta \).
4. \( f((x, y),(u, v)) \), the expected number of \((u, v)\)-groups resulting from the fissioning of an \((x, y)\)-group (referred to as the ‘fissioning density’).
5. \( E_\theta(x, y) \), the rate that \((x, y)\)-groups die of extinction when the state of the environment is \( \theta \).
The dynamical state of the environment, \( \theta(x, y) \), \( t \geq 0 \), changes whenever a birth or death occurs within a group, or a group fissions or dies of extinction. When a birth or death occurs in an \((x, y)\)-group at time \( t \), the state of that group changes from \((x, y)\) to one of \((x \pm 1, y \pm 1)\). The state of the environment is updated by decreasing \( \theta(x, y) \) by 1 and increasing the appropriate \( \theta(x \pm 1, y \pm 1) \) by 1. When an \((x, y)\)-group fissions, the offspring group-types, \((u, v)\) and \((x-u, y-v)\), are determined by sampling randomly from the fissioning density. The state of the environment is updated by decreasing \( \theta(x, y) \) by 1, and increasing \( \theta(u, v) \) and \( \theta(x-u, y-v) \) by 1. If an \((x, y)\)-group dies from extinction at time \( t \), then \( \theta(x, y) \) is decreased by 1. There are standard techniques for determining the timing of the events in a simulation of a continuous-time Markov chain that exploit special properties of exponential distributions (e.g. Gillespie, 1977).

Very often, simulations are used to estimate probabilities or expected values associated with a model by repeating the simulation many times and computing an average (i.e. a Monte-Carlo simulation). Our simulation can be easily modified for this purpose; however, our goal here is to gain insights into the stochastic process itself, so we generate long ‘sample paths’ from the simulation, and then animate them. From a practical perspective, simulation is a very attractive approach to studying two-level population dynamics, and for models with small populations it is the most accurate solution technique. However, simulation can be computationally expensive if the size and/or number of groups in the model are too large. The hybrid solution is always faster, and sometimes the PDE solutions may be faster too. Also, the sample paths from the simulation are rather irregular due to the random timings of all the events, so animations of the hybrid and PDE solutions are easier to follow.

A hybrid simulation/ODE method

Puhalskii and Simon (2012) show that as the population of individuals within a group tends to infinity, the (properly scaled) population dynamics converges to the solution of a certain system of ODEs. Of course, the solutions of the differential equations can be used to approximate within-group population dynamics whether or not the populations are large. When populations are small, the solutions of the differential equations can be thought of as the ‘average’ evolutionary trajectory. The ODEs have the simple form,

\[
x' = a_x(x, y) = x(B_x(x, y) - D_x(x, y)) \quad \text{and} \quad y' = a_y(x, y) = y(B_y(x, y) - D_y(x, y)),
\]

which are easily solved by standard techniques like Euler’s method or Runge-Kutta (Hoffman, 2001). Note that the individual-level birth and death rates, interpreted as stochastic rates in the simulation model, are interpreted as deterministic rate functions in the hybrid model. The states of the groups in the hybrid solution therefore take values in the continuum, \( \mathbb{R}^+ \), since the evolutionary trajectories are continuous. The number of groups in the hybrid model, however, is always integer valued. The only remaining detail to work out for the hybrid model is the fissioning density. In this context (and also for the PDE model), the fissioning density is a ‘smoothed-out’ version of the fissioning density used in the simulation model, i.e. a function satisfying

\[
\int \int uf((x, y), (u, v)) dv du = x \quad \text{and} \quad \int \int vf((x, y), (u, v)) dv du = y,
\]

so the sum of the pieces equals the whole. The continuous fissioning density for the hybrid model emerges as a limit of the discrete fissioning densities from the simulation model.
(e.g. a discrete uniform density becomes a continuous uniform density in the limit). In general, no two groups in the environment will be in exactly the same state in the hybrid model.

The within-group population dynamics, governed by (1), abruptly ends when a group fissions or dies. In the hybrid simulation/ODE method, the timing of the group-level events retains its stochastic nature from the simulation model. The hybrid model is solved using the same time step, \( \Delta t \), that is used to solve the ODEs numerically. In each time step, \([t, t + \Delta t)\), the probability that an \((x, y)\)-group fissions is \( F_{\theta}(x, y)\Delta t + o(\Delta t) \), and the probability it dies of extinction is \( E_{\theta}(x, y)\Delta t + o(\Delta t) \), where \( \theta \) is the state of the environment at the beginning of the time step. The time step is chosen small enough so that the solution of the ODE is accurate, and so that \( o(\Delta t) \) can be safely ignored in the simulation. The simulation determines which (if any) groups fission or die during the time step, and then the new state of the environment is determined as follows:

- If an \((x, y)\)-group does not fission or die during the time interval, then it goes to state \((x, y) + (x', y')\Delta t \). (Note, this is Euler’s method. Runge-Kutta or any other standard method can also be used.)
- If an \((x, y)\)-group fissions during the time interval, then \((u, v)\) is determined from the fissioning density, and the state of the environment is updated by decreasing \( \theta_{t+\Delta t}(x, y) \) by 1, and increasing \( \theta_{t+\Delta t}(u, v) \) and \( \theta_{t+\Delta t}(x - u, y - v) \) by 1.
- If an \((x, y)\)-group dies of extinction during the interval, then decrease \( \theta_{t+\Delta t}(x, y) \) by 1.

The hybrid solution is typically much faster than the simulation solution because the effects of individual-level births and deaths in each time step are replaced by a single deterministic calculation.

**A numerical PDE solution**

In Simon (2010), a certain PDE is derived from the simulation model by interpreting population sizes (of groups and individuals within the groups) to be real valued, and interpreting all the stochastic rate functions as deterministic rate functions. The result is a deterministic process, where the dynamical state of the environment is governed by

\[
\frac{\partial \theta}{\partial t}(x, y) + \frac{\partial (\theta u_c)}{\partial x}(x, y) + \frac{\partial (\theta u_d)}{\partial y}(x, y) = g_t(x, y),
\]

where \( u_c(x, y) \) and \( u_d(x, y) \) are the net growth rates of Cooperators and Defectors in an \((x, y)\)-group from (1), and

\[
g_t(x, y) = \int \theta_t(u, v)F_{\theta}(u, v)f((u, v), (x, y))dudv - (E_{\theta}(x, y) - F_{\theta}(x, y))\theta_t(x, y)
\]

is the difference between the rates \((x, y)\)-groups ‘appear’ at time \( t \) due to larger groups fissioning, and the rates they ‘disappear’ due to fissioning and extinction at time \( t \). Although (3) has no analytic solution, it can be solved numerically. One way to solve the equation numerically starts by truncating \( \mathbb{N}_0^2 \), into a finite rectangle, \( R = [0, x_{\text{max}}] \times [0, y_{\text{max}}] \), large enough so that the fraction of \((x, y)\)-groups outside \( R \) is always very small. \( R \) is then partitioned into a rectangular grid, where each cell in the grid has size \( \Delta x \times \Delta y \). Time is similarly discretized into time steps of duration \( \Delta t \). The state of the environment at time
\[ t_n = n \Delta t \] is represented by an \( m_x \times m_y \) matrix, \( \Theta_n \), where \( m_x = x_{\text{max}}/\Delta x, m_y = y_{\text{max}}/\Delta y \), i.e. \( \Theta_n(i, j) \Delta x \Delta y \) is (approximately) the number of \((x, y)\)-groups in the environment at time \( t_n \), where \((x, y)\) is in the \((i, j)\)-cell. The state is recalculated at time \( t_{n+1} \) from the state at time \( t_n \) by updating each element of \( \Theta_n \) based on individual-level changes (from the partial derivative terms) and group-level changes (from the \( g \) term) that occur in the \( n + 1 \)st time interval. The changes to \( \Theta_n(i, j) \) due to individual-level changes is computed in terms of the values in its neighbouring cells; and the growth rate functions, \( \alpha \) and \( \alpha_d \), from (1). The method of ‘upwind differencing’ (Hoffman, 2001) seems to work well. For the group-level changes, we update \( \Theta_n(i, j) \) by adding \( g_n(i \Delta x, j \Delta y) \Delta t \), obtained from a numerical integration of (4).

3. CONSTRUCTING THE EXAMPLES

Properly designed simulations of continuous-time Markov chains are exact, in the sense that the underlying probability space for the simulation is the same as the underlying probability space for the continuous-time Markov chain. And under the weak assumption that the rate-functions, \( B_c, B_e, D_c, D_e, F_c, F_e \) defined in the previous section, are continuous in the variables \( x \) and \( y \) (or even piecewise continuous), the numerical solutions described in the previous section for the hybrid and PDE models can be made as accurate as the modeller wants, by setting the time steps and grid sizes sufficiently small. There is therefore an enormous range of possible two-level population models that are amenable to mathematical analysis. Our tactic in this section is to choose simple generic forms for the rate functions, and reasonable values for the associated parameters, with the goal of animating ‘typical’ two-level population dynamics.

Our animations will be based on models of two-level population dynamics with the following rate functions. In the absence of mutation, the birth rates in an \((x, y)\)-group are

\[
\dot{B}_c(x, y) = \beta \frac{x}{x+y} b - c \quad \text{and} \quad \dot{B}_d(x, y) = \beta \frac{x}{x+y} b, 
\]

i.e. Cooperators and Defectors play a public goods game within their groups, where each cooperator produces a benefit \( b \), shared by all the individuals in the group, at a cost of \( c \) to itself. The parameter \( \beta \) is a base birth rate common to both types. Let \( \mu_c \) be the probability that the offspring of a Cooperator is a Defector, and let \( \mu_d \) be the probability the offspring of a Defector is a Cooperator. Then the total rates that Cooperators and Defectors are born in an \((x, y)\)-group, including ‘mutations’, are

\[
B_c(x, y) = (1 - \mu_d) \dot{B}_c(x, y) + \mu_d \dot{B}_d(x, y) \quad \text{and} \quad B_d(x, y) = \mu_c \dot{B}_c(x, y) + (1 - \mu_c) \dot{B}_d(x, y). \tag{5}
\]

The death rates for Cooperators and Defectors in an \((x, y)\)-group are equal, with

\[
D_c(x, y) = D_d(x, y) = (x + y) \gamma. \tag{6}
\]

Since the per-individual death rates are proportional to the size of the group, but the per-individual birth rates are bounded, there is an equilibrium group size (depending on the fractions of Cooperators and Defectors in the group) where birth and death rates balance. In particular, in a group that is primarily Cooperators, the equilibrium size is \((\beta + b - c)\gamma\); and in a group that is primarily Defectors, the equilibrium size is \(\beta\gamma\). The equilibrium sizes for groups with a mixture of Cooperators and Defectors will be between those values.
The fissioning rate for an \((x, y)\)-group in our examples is

\[
F_{d}(x, y) = f_1x + f_2y,
\]

where \(f_1 < f_2\), i.e. the fission rate is linear in the number of Cooperators and Defectors in the group, and more cooperative groups are less likely to fission. For the hybrid and PDE models, the fissioning density is the continuous uniform density:

\[
f((x, y), (u, v)) = \frac{2}{(x+1)(y+1)} \quad \text{if } (0, 0) \leq (u, v) \leq (x, y)
\]

\[= 0 \quad \text{otherwise}
\]

i.e. all possible outcomes of the fissioning of an \((x, y)\)-group are equally likely (the factor of 2 in the uniform fissioning density (8) reflects the fact that the fissioning event results in two pieces, i.e. so that (2) is satisfied). In the simulation model, the fissioning density is a discrete uniform, i.e. \(f((x, y), (u, v)) = 2/(x+1)(y+1)\). Finally, the extinction rate for an \((x, y)\)-group is

\[
E_{d}(x, y) = e_1G(t)e^{-(e_2x + e_3y)},
\]

where \(e_2 > e_3\), i.e. extinctions are more common in environments with more groups, less common in big groups than small groups, and less common in cooperative groups than non-cooperative groups. Since the groups cannot get arbitrarily large, the per-group fissioning rates are bounded. On the other hand, the per-group extinction rates are proportional to the number of groups in the environment. The population of groups in the environment therefore cannot grow indefinitely, and eventually reaches a stable size that depends (in a complicated way) on the equilibrium mixture of group-types.

4. ANIMATIONS

There are many different kinds of evolutionary trajectories and equilibrium configurations possible within the constraints of the generic rate functions just described. In the following examples, the evolutionary trajectories that lead from the initial states to the equilibrium configurations are all quite different. In the first three examples, the cost of cooperating, \(c\), is varied while the other parameters are fixed. When \(c\) is small, cooperative groups dominate, but as \(c\) increases, the equilibrium environment contains fewer cooperative groups, until a point is reached where cooperation struggles to establish itself. In the fourth example, the parameters are set so that group-level events are relatively rare, and cooperation relatively cheap. The result is an equilibrium, where most groups are at or near an equilibrium size, but the internal composition of the groups varies.

The animations of the PDE solutions show the environment changing over time as a continuous density function that gradually morphs into an equilibrium configuration. We animate the view of the density function from above, with colour coding representing the relative height. The animations of the hybrid and simulation solutions show the life histories of the groups, which appear as small ‘moving’ circles. The circles generally move in a counter-clockwise direction, due to the fact that Defectors make gains in every group. The life histories of the groups in the simulation solutions are much more irregular than those in the hybrid solution due to the additional randomness. All the calculation for the following examples, and the assembly of the animations, were done with Matlab.
Example 1

In the first example, the parameters associated with the rate functions (5)-(9) have the values:

\[
\beta = 0.04, \quad b = 0.05, \quad c = 0.015, \quad \gamma = 0.0008, \quad \mu_c = \mu_d = 0.05, \quad f_1 = 0.0008, \quad f_2 = 0.0014, \quad e_1 = 0.02, \\
e_2 = 0.2, \quad e_3 = 0.15.
\]

The initial condition has approximately 500 groups that are all (approximately) (2, 38)-groups, i.e. groups of mostly Defectors. In this example, Cooperators do very well. Starting from an environment dominated by Defectors, the first cooperative groups appear at around \(t = 200\), and by \(t = 400\) they are firmly established. Cooperative groups make steady gains at the expense of less cooperative groups, and by \(t = 1000\), the equilibrium configuration, where most groups are large and cooperative, has started to take shape. Note that in equilibrium there are still a fair number of non-cooperative groups, due to fissioning events and the internal population dynamics of (formerly) cooperative groups. The dynamics that keep the equilibrium configuration stable are best seen in the hybrid solution. The overall evolutionary flow in this example is best seen in the PDE solution. The URLs for the animations are:

<table>
<thead>
<tr>
<th>Solution</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDE solution</td>
<td>evolutionary-ecology.com/data/2790-PDE-Solution1.mp4</td>
</tr>
<tr>
<td>Hybrid solution</td>
<td>evolutionary-ecology.com/data/2790-Hybrid-Solution1.mp4</td>
</tr>
<tr>
<td>Simulation solution</td>
<td>evolutionary-ecology.com/data/2790-Simulation-Solution1.mp4</td>
</tr>
</tbody>
</table>

Example 2

The parameter values in the second example are the same as in Example 1, but the cost of cooperation, \(c\), has been increased:

\[
\beta = 0.04, \quad b = 0.05, \quad c = 0.020, \quad \gamma = 0.0008, \quad \mu_c = \mu_d = 0.05, \quad f_1 = 0.0008, \quad f_2 = 0.0014, \quad e_1 = 0.02, \\
e_2 = 0.2, \quad e_3 = 0.15.
\]

This time cooperative groups do not dominate. The equilibrium configuration is bimodal (best seen in the PDE solution), with a large number of cooperative groups and a large number of non-cooperative groups, along with groups in various transitional states. As usual, the dynamics that keep the equilibrium configuration stable are best seen in the hybrid solution. The URLs for the animations are:

<table>
<thead>
<tr>
<th>Solution</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDE solution</td>
<td>evolutionary-ecology.com/data/2790-PDE-Solution2.mp4</td>
</tr>
<tr>
<td>Hybrid solution</td>
<td>evolutionary-ecology.com/data/2790-Hybrid-Solution2.mp4</td>
</tr>
<tr>
<td>Simulation solution</td>
<td>evolutionary-ecology.com/data/2790-Simulation-Solution2.mp4</td>
</tr>
</tbody>
</table>

Example 3

In this example, we increase the cost of cooperation to the point where large cooperative groups are rare in equilibrium:

\[
\beta = 0.04, \quad b = 0.05, \quad c = 0.030, \quad \gamma = 0.0008, \quad \mu_c = \mu_d = 0.05, \quad f_1 = 0.0008, \quad f_2 = 0.0014, \quad e_1 = 0.02, \\
e_2 = 0.2, \quad e_3 = 0.15.
\]
To get an interesting animation, we start the process this time with about 200 very cooperative groups. At first, the groups grow and multiply (due to fissioning events), but the cooperative groups gradually lose control of the environment. The overall evolutionary flow is best seen in the PDE solution, while the simulation and hybrid solutions show how a small number of cooperative groups manage to remain in equilibrium. The URLs for the animations are:

<table>
<thead>
<tr>
<th>Solution</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDE solution</td>
<td>evolutionary-ecology.com/data/2790-PDE-Solution3.mp4</td>
</tr>
<tr>
<td>Hybrid solution</td>
<td>evolutionary-ecology.com/data/2790-Hybrid-Solution3.mp4</td>
</tr>
<tr>
<td>Simulation solution</td>
<td>evolutionary-ecology.com/data/2790-Simulation-Solution3.mp4</td>
</tr>
</tbody>
</table>

**Example 4**

This example is different from the first three. The goal here is to illustrate what happens when fissioning events are rare enough so that groups have time to reach their equilibrium size. The parameters are set to:

\[
\beta = 0.04, \quad b = 0.05, \quad c = 0.004, \quad \gamma = 0.0008, \quad \mu = \mu_d = 0.05, \quad f_1 = 0.0001, \quad f_2 = 0.0002, \quad e_1 = 0.2, \\
\quad e_2 = 0.25, \quad e_3 = 0.15.
\]

With a small fissioning rate like this, cooperation has a harder time establishing itself than in the first two examples, so the cost of cooperation is lowered to compensate. (The cost is still significant for the large groups.) In equilibrium, most groups in the environment are in states along the ‘diagonal line’ between (0, 50) and (87.5, 0). (It’s actually not quite linear.) The occasional fissioning produces enough small cooperative groups to replace the large ones that become less cooperative over time. Note that both the PDE solution and the hybrid solution concentrate most of the groups right on the diagonal ‘line’. This is due to the fact that those solutions are ‘large-population limits’ of the simulation model, and when groups are large, it is very unlikely they will get much larger than their equilibrium size. (If they do get much bigger than their equilibrium size, the total death rate is significantly larger than the total birth rate, so they quickly return to equilibrium.) Thus, in this example, it is the simulation solution that provides the most accurate portrayal of the population dynamics. The URLs for the animations are:

<table>
<thead>
<tr>
<th>Solution</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDE solution</td>
<td>evolutionary-ecology.com/data/2790-PDE-Solution4.mp4</td>
</tr>
<tr>
<td>Hybrid solution</td>
<td>evolutionary-ecology.com/data/2790-Hybrid-Solution4.mp4</td>
</tr>
<tr>
<td>Simulation solution</td>
<td>evolutionary-ecology.com/data/2790-Simulation-Solution4.mp4</td>
</tr>
</tbody>
</table>

**5. DISCUSSION**

Perhaps the most common opinion on group selection is that it is theoretically possible, but much too weak in practice to be responsible for any of the notable outcomes its proponents attribute to it. This opinion is usually justified by a combination of intuitive arguments (e.g. Dawkins, 1976; Pinker, 2012) and mathematical models designed to formalize the intuitive arguments (e.g. Maynard Smith, 1964; West et al., 2008). The intuitive arguments, when applied to groups of Cooperators and Defectors, suggest that any group containing Defectors will soon be taken over by them due to their increased fitness over Cooperators, and the
fact that it is impossible to keep Defectors from invading groups of Cooperators due to mutation, migration, and other methods of gene flow between groups. Thus, the occasional cooperative group that somehow materializes is soon lost. The evolution of cooperation, it is argued, requires something other than group selection, such as kin recognition, limited dispersal, direct or indirect reciprocity, etc. (e.g. West et al., 2008). The solutions of our models of two-level population dynamics suggest that the common wisdom on group selection is wrong. Group selection has a significant effect under a wide variety of conditions, and under the right circumstances can be a very potent evolutionary force. The key is to understand group selection as a dynamical process that occurs over evolutionary time scales, and not just as statistical properties of genetic changes from one generation to the next (Simon et al., 2012b).

We have explicitly shown that if there are enough fissioning events, enough variation between the offspring groups produced by fissioning events, and enough of a selective advantage for more-cooperative groups, then cooperation will thrive quite easily in the environment, without any additional assumptions (like kin recognition, limited dispersal, direct or indirect reciprocity, etc.). The physical process of group selection can be seen clearly in the animations of the simulation and hybrid dynamics as the ‘circulation’ of group-types over time, where small cooperative groups formed by chance from fissioning events grow and replace the existing large groups that have become less cooperative due to internal population dynamics.

A sceptic might argue that the parameter values we chose in our examples here (and elsewhere) that exhibited strong group selection must be wildly unrealistic, favouring Cooperators. In fact, the parameters chosen for the examples here are rather conservative in that respect. In Examples 1 and 2, the cost of cooperation, $c$, is fairly large compared with the individual-level birth rates (i.e. $c = 0.02$ vs. $\beta + bx/(x+y) < 0.09$), and even larger compared with the net growth rates (birth rate minus death rate), especially for larger groups where the net growth rate is small. Even in Example 1, where $c = 0.015$, Cooperators are at a significant disadvantage within the groups. Similarly, the mutation probability, $\mu_c = 0.05$, for Cooperators is large, making it impossible for cooperative groups to avoid being invaded by Defectors. On the other hand, the selective advantage for cooperative groups due to differences in the extinction rate function (i.e. $e_2 = 0.20$ vs. $e_3 = 0.15$) is not exceptional, and the difference in fissioning rates (i.e. $f_1 = 0.0008$ vs. $f_2 = 0.0014$) actually produces more offspring for uncooperative groups.

Of course, group selection is not all-powerful. Example 3 shows that, as one would expect, if the cost of cooperation is too high, then group selection is not strong enough to overcome it, and Defectors eventually dominate the environment. Similar results occur if there is insufficient fissioning, insufficient difference in extinction rates between cooperative and uncooperative groups, or any of a number of other combinations of model features.

Finally, it is commonly believed that group selection is impossible unless the group-level reproductive rate (the fissioning rate) is larger than, or perhaps comparable with, the individual-level birth rates (e.g. Pinker, 2012). If this belief were true, then group selection would be powerless except in very unlikely conditions; but as our animations show clearly, the belief is false. For instance, by following the trajectories of the groups in the simulation and hybrid animations in Example 4, one can see that many groups (especially the small to mid-sized cooperative groups) survive long enough for numerous (10 to 20 or more) generations of their individuals to occur before they finally fission or die of extinction. Even in Examples 1 and 2, where the fissioning rate is much larger, most groups survive for at
least a few generations. In general, whether or not group selection is strong enough to allow cooperation to establish and maintain itself in the environment (or just to speed up the process) in a given example is impossible to guess. The dynamical equations need to be solved to be sure. We have shown that solutions of the dynamical equations can be numerically obtained in at least three different and informative ways, and the results can be animated, so models of two-level population processes can be studied in detail.
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